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ABSTRACT

Log data have facilitated various tasks of software development

and maintenance, such as testing, debugging and diagnosing. Due

to the unstructured nature of logs, log parsing is typically required

to transform log messages into structured data for automated log

analysis. Given the abundance of log parsers that employ various

techniques, evaluating these tools to comprehend their character-

istics and performance becomes imperative. Loghub serves as a

commonly used dataset for benchmarking log parsers, but it suf-

fers from limited scale and representativeness, posing signi�cant

challenges for studies to comprehensively evaluate existing log

parsers or develop new methods. This limitation is particularly

pronounced when assessing these log parsers for production use.

To address these limitations, we provide a new collection of anno-

tated log datasets, denoted Loghub-2.0, which can better re�ect the

characteristics of log data in real-world software systems. Loghub-

2.0 comprises 14 datasets with an average of 3.6 million log lines

in each dataset. Based on Loghub-2.0, we conduct a thorough re-

evaluation of 15 state-of-the-art log parsers in a more rigorous

and practical setting. Particularly, we introduce a new evaluation

metric to mitigate the sensitivity of existing metrics to imbalanced

data distributions. We are also the �rst to investigate the granu-

lar performance of log parsers on logs that represent rare system

events, o�ering in-depth details for software diagnosis. Accurately

parsing such logs is essential, yet it remains a challenge. We be-

lieve this work could shed light on the evaluation and design of log
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parsers in practical settings, thereby facilitating their deployment

in production systems.
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1 INTRODUCTION

Log data records software runtime information, which is essential

for developers to understand the behaviors of software systems. The

rich information encapsulated within log data empowers develop-

ers and maintainers to test programs [4, 7, 8, 41], identify bugs [3, 6,

14, 59] and diagnose softwares [44–46]. In general, log messages are

semi-structured textual data, generated by logging statements writ-

ten by developers in the source code, e.g.,‘logger.info(“connected

to host: {}”, hostIp)’ in Java [29, 30, 33, 61]. At runtime, the vari-

able hostIpmay change in di�erent executions, which can result in

a sequence of log messages like ‘connected to host: 172.16.254.1’

and ‘connected to host: 172.16.254.2’. Log parsing aims to con-

vert such semi-structured log messages into structured events,

which often serves as the �rst and foremost step to many log anal-

ysis tasks [18, 27, 32, 37, 60]. Speci�cally, log parsing extracts the

constant parts (i.e., log templates) and the changeable parts (i.e., log

parameters) from log messages. In the above example, the log tem-

plate is ‘connected to host: <*>’, and the log parameter indicates

the concrete IP address of the host, e.g.,‘172.16.254.1’.

Traditional approaches parse logs via matching raw log mes-

sages with their respective logging statements within the source
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code [5, 47, 48, 50]. However, this approach is usually impracti-

cal since software source code may not always be available, e.g.,

commercial software. Thus, tremendous e�orts have been devoted

to data-driven approaches [17, 21, 23, 58]. These parsers directly

process raw log messages without access to the source code.

Given the variety of log parsers employing di�erent techniques,

it is crucial to evaluate these tools to comprehend their characteris-

tics and performance, providing guidance for production adoption

in industry. To this end, Zhu et al. [62] released Loghub, which con-

tains an extensive collection of log datasets generated by various

systems. However, Loghub only provides annotated parsing ground

truth for 2,000 lines of logs randomly sampled from each system, de-

noted as Loghub-2k, which has been extensively used to evaluate ex-

isting log parsers [25, 63] and develop new log parsers [9, 10, 31, 55].

Even though existing log parsers, such as Drain [17], Logram [9]

and LogPPT [28], have reported state-of-the-art results on the

Loghub-2k dataset, we observed that the parsing performance of

these tools is compromised when being integrated into real-world

software systems [15, 49]. Based on our experiences of deploying

automated log parsing in production, we have found that existing

parsers struggle to identify two types of log templates, i.e., infre-

quent log templates (those that occur infrequently) and parameter-

intensive log templates (those that involve many parameters). The

former usually includes logs with severe logging levels (e.g., error or

fatal), which typically demand more attention due to their potential

impact. The latter usually records the system runtime status and

associated values. These two types of log templates are crucial for

downstream analysis tasks, such as anomaly detection and debug-

ging. Therefore, it is essential to ensure parsing accuracy for such

log templates. However, the research results reported in previous

studies [25, 63] may not necessarily apply in practical production

settings, especially for these two types of log data.

This performance disparity primarily originates from three inher-

ent limitations in existing benchmark studies. First, the widely-used

Loghub-2k is of limited scale. It only encompasses 2,000 lines of log

messages in each dataset, whereas real-world data often consist of

millions of log lines [55, 56, 63]. As a result, the Loghub-2k may not

be able to su�ciently represent the complex characteristics of log

data obtained from production systems, particularly in terms of the

frequency and parameter count of log templates. Second, evaluation

metrics used in existing benchmarks (e.g., group accuracy, GA [63])

are often message-level (i.e., calculated based on the number of log

messages), thus may produce misleadingly high-accuracy results. It

is because the distribution of log templates’ occurrences is usually

highly imbalanced in production systems [25, 55]. The evaluation

results could be dominated by the majority classes of log templates

(i.e., those contain many log messages). Therefore, such metrics

may not be robust enough to datasets with diverse template distri-

butions. Third, existing studies often report the performance of log

parsers in processing the entire dataset. It is unclear how they per-

form when dealing with the above two types of log templates. The

lack of �ne-grained evaluation can lead to a limited understanding

of how well a log parser handles these speci�c cases in practice.

To address these limitations, we propose a new log parsing bench-

mark tailored to evaluate log parsers in a more rigorous and prac-

tical setting. Speci�cally, (1) On top of the raw Loghub logs [20],

we build a new version of large-scale annotated log datasets for log

parsing, denoted as Loghub-2.0. The annotation is conducted adher-

ing to a rigorous framework, which can signi�cantly reduce manual

e�orts through log grouping and template matching. Loghub-2.0

aims to re�ect the scale and distribution of log data observed in

real-world scenarios. In detail, Loghub-2.0 contains 14 datasets

from various software systems. Each dataset contains 3.6 million

lines of log messages on average. Each log line has been manually

annotated with its corresponding log template and parameter(s).

(2) We propose a more comprehensive benchmarking protocol to

evaluate existing log parsers. The protocol includes a new template-

level metric, i.e., F1-score of Group Accuracy (FGA), to mitigate the

sensitivity of the message-level metrics (e.g., GA) to imbalanced

data. Moreover, we make the �rst step to investigate the perfor-

mance of log parsers on log templates with di�erent frequencies

and parameter counts, providing an essential reference regarding

how well they would perform in production environments. (3) We

conduct an extensive re-evaluation of 15 log parsers, including 13

statistic-based and 2 semantic-based log parsers, on Loghub-2.0

using the proposed benchmarking protocol. Our study provides

researchers and practitioners with a more practical perspective on

understanding the characteristics of these parsers. We summarize

the key �ndings from the evaluation as follows.

Key Findings. (1) Compared with Loghub-2k, Loghub-2.0 ex-

hibits more realistic data characteristics, especially in the context

of log template frequencies and parameter counts. (2) All existing

parsers demonstrate a signi�cant degradation in performance on

Loghub-2.0 compared to the Loghub-2k, with a greater degree of

variance. This shows that our proposed datasets and benchmarking

protocol can reveal the performance of log parsers under more

complex and diverse conditions. (3) Achieving high overall per-

formance on the entire datasets does not necessarily guarantee

e�ective parsing of infrequent and parameter-intensive logs, which

often deserve more attention in system maintenance. Thus, a com-

prehensive evaluation should consider di�erent types of logs to

ensure robust and reliable performance in practice. (4) 9 out of

15 parsers fail to process all the datasets in Loghub-2.0 within a

reasonable time frame, highlighting the importance of improving

parsing e�ciency, especially for production deployment.

The main contributions of this paper are summarized as follows:

• We propose a new collection of large-scale datasets for evaluating

log parsing techniques, referred to as Loghub-2.0. This collection

comprises 14 datasets, each with an average of 3.6 million log

lines. The parsing labels of the log messages are manually anno-

tated through a rigorous annotation framework, which ensures

the e�ciency and accuracy of the labeling process. This is a sig-

ni�cant extension of the existing widely-used Loghub-2k, which

contains only 2,000 lines of log messages per dataset.

• We propose a more comprehensive benchmarking protocol for

log parsers, which emphasizes assessing parsing accuracy on logs

with di�erent characteristics. Moreover, a new template-level

metric, i.e., FGA, is proposed to address the sensitivity of existing

metrics to imbalanced data.

• We re-evaluate 15 state-of-the-art log parsers by our benchmark-

ing protocol and derive seven interesting �ndings, which could

shed light on the design and evaluation of log parsers in a more

practical setting. To bene�t future research, we make datasets,

source code, and experimental results publicly available [1].
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2 BACKGROUND AND MOTIVATION

In this section, we �rst brie�y introduce existing log parsers in the

literature. Then, we talk about the observations that motivate us to

revisit existing log parsing studies.

2.1 Existing Log Parsing Techniques

Many log parsing approaches have been proposed in the literature,

mainly classi�ed into the following four categories.

Frequency-based Parsing This type of methods [9, 43, 53, 54]

is founded on the intuition that tokens, which frequently occur

within a speci�c log dataset, generally represent the static elements

of those logs. Consequently, the extraction of frequent patterns

provides a straightforward approach for automated log parsing.

In detail, these log parsers �rst traverse the provided log dataset

to construct frequent itemsets. Subsequently, these itemsets are

utilized to derive the corresponding log template for log messages.

Similarity-based Parsing These log parsers [13, 16, 42, 51, 52]

conceptualize log parsing as clustering logs into distinct clusters

predicated on their similarity, and logs in each cluster share the

same log template. Various methods employ di�erent clustering

algorithms (e.g., hierarchical clustering, density-based clustering)

and de�nitions of similarity. Following the clustering process, log

templates can be derived by extracting the common tokens from

the logs within each respective cluster.

Heuristics-based Parsing Another category of log parsers [11, 17,

24, 39, 40, 58] employs a diverse range of heuristic algorithms or

data structures, such as the longest common subsequence-based ap-

proach, parsing trees, evolutionary algorithm, among others. These

log parsers are designed to leverage the unique characteristics of log

data to distinguish the templates and parameters in log messages.

Semantic-based Parsing In recent years, numerous parsers [21,

28, 31, 35] have employed deep neural networks to understand

the semantic meaning of logs, thereby improving parsing accu-

racy. In detail, these log parsers employ supervised methodologies,

utilizing models such as bidirectional long short-term memory or

pre-trained language models to learn the semantic information of

log messages, thereby distinguishing between log templates and

parameters through the completion of classi�cation tasks.

2.2 Motivation

Given the fruitful log parsing studies, comprehensively evaluating

existing log parsers is crucial in understanding their characteristics

and guiding the selection of appropriate methods in practice. Zhu

et al. [63] proposed the �rst benchmark of 13 log parsers by collect-

ing multiple log datasets from various types of systems, including

distributed systems, supercomputer systems, etc. Particularly, they

randomly sampled 2,000 logmessages for each dataset andmanually

annotated the template for these logs. This results in the widely-

used collection of log parsing datasets, i.e., Loghub-2k. Many new

log parsing approaches [9, 28, 55] also evaluate their performance

on Loghub-2k and demonstrate promising results.

Despite the advantages of the dataset, we still observe some

inherent limitations associated with it. First, a recent study [25] has

pinpointed multiple errors in the annotated templates, which could

potentially impact the assessment of log parsers. Therefore, they

proposed several heuristic rules, such as regular expressions, to �x

the incorrect templates in Loghub-2k. Second, we �nd that these log

parsers demonstrate compromised e�ectiveness and e�ciency in

production deployment. This highlights the limitations of previous

benchmark studies, as they do not fully capture the comprehensive

performance of log parsers, especially in practical environments.

To understand the aforementioned limitations, we have conducted

a thorough investigation and identi�ed three primary reasons:

• Loghub-2k is small in scale, with each dataset comprising only

2,000 lines of log messages. Considering that real-world systems

often produce a large volume of log data (e.g., tens of gigabytes

per hour [19, 36, 55]), Loghub-2k may not be able to re�ect the di-

verse and complex characteristics of log data observed in produc-

tion environments. Given the data-driven nature of most existing

log parsers, their performance could be a�ected by the limited

scale of Loghub-2k and may not generalize well to real-world

scenarios with much larger and diverse log datasets. Moreover,

the annotation process of Loghub-2k does not follow a rigor-

ous and standardized approach, leading to potential errors and

inconsistencies in the annotated templates.

• Existing studies often lack a comprehensive set of metrics for

evaluation. Most of them only employ message-level metrics

such as group accuracy [63] and parsing accuracy [9]. Theo-

retically, these metrics tend to favor frequently occurring log

templates. For instance, if a simple template involves a large

number of log messages, then successfully parsing this template

would yield good performance, irrespective of the results on the

less frequent templates. In real-world scenarios, log data could

be highly imbalanced. For example, some systems periodically

print log messages to record routine information, such as system

heartbeats (“System uptime: 30 hours”). Such logs might not be

of interest to system operators. However, they could dominate

the overall performance, masking potential errors in processing

infrequent templates.

• The current evaluation of log parsers mainly reports the overall

performance on entire datasets. This approach, however, lacks a

�ne-grained analysis of parsing performance for logs with di�er-

ent characteristics. We have identi�ed two critical types of logs

that play an essential role in production system maintenance.

These include infrequent log templates, which represent rare

system events that require particular attention, and parameter-

intensive log templates, which provide informative details about

system status and the associated entities. Investigating the per-

formance on these logs helps understand the actual e�ectiveness

of log parsers in real-world applications.

To address these limitations, we propose conducting a new bench-

mark study for existing log parsers in a more rigorous and practical

setting. This entails the creation of a more diverse collection of log

parsing datasets that are substantially larger in scale, as well as the

design of a more comprehensive benchmarking protocol.

3 DATASET CONSTRUCTION

In this section, we introduce the construction process of the dataset

collection, which intends to re�ect the scale and characteristics of

real-world log data and thus enables an accurate assessment of log

parsers’ capabilities in practical scenarios. Particularly, we propose

a rigorous annotation framework designed to ensure the e�ciency,

accuracy and consistency of the labeling procedure.
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Figure 1: The overall framework of data annotation

3.1 Overview

To construct the datasets, we select 14 log datasets in Loghub [20]

that span di�erent types of systems, including distributed systems,

supercomputers, and operating systems. Although these datasets

are collected from various types of systems on a large scale, they

lack the essential labels for log parsing assessment. Thus, a neces-

sary preliminary step in our study is annotating these datasets.

The annotation process is carried out by a team of �ve skilled

data annotators. This team consists of three Ph.D. students with

a minimum of two years of experience in system maintenance re-

search, alongside two industry engineers, both of whom have at

least �ve years of experience in software development and man-

agement. Given the immense size of each dataset (e.g., millions of

log messages), manual labeling for each log message is infeasible.

Therefore, we design a rigorous annotation framework to assist the

annotation process, which guarantees both labeling e�ciency and

accuracy through log grouping and template matching.

Fig. 1 shows the overview of the annotation framework, which

includes �ve steps: preprocessing, log grouping, template annotation,

log-template matching, and template re�nement. To begin, we �rst

preprocess the raw logs to obtain meaningful log contents. Then,

we apply a hierarchical approach to coarsely partition the logs into

distinct groups. The logs sharing the same template are highly likely

to be divided into the same group, facilitating e�cient annotation

procedures. Within each group, all annotators carefully identify

all log templates. In this process, we arrange log messages within

each group in lexicographical order to place similar log messages

together, which enables us to quickly annotate all log templates

instead of labeling each log message. After the annotation, we

employ regular expressions to construct the matching between log

messages and the labeled log templates. If any log messages remain

unmatched, we review and rectify the templates, subsequently

repeating the matching process until all log messages are matched.

Finally, we conduct template re�nement to calibrate the results

of all annotators to ensure the accuracy and uniformity of the

annotations across all annotators and datasets. The details of each

step are explained as follows.

3.2 Preprocessing

Following previous work [17, 55, 63], we �rst apply prede�ned reg-

ular expressions to extract di�erent �elds of log messages. Typical

�elds include timestamp, logging level, component, and content.

We then undertake a cleaning process for the logs. This process

speci�cally targets logs whose content does not include any al-

phabetical characters, such as logs comprised solely of numerical

�gures or punctuation marks. Such logs are cleaned due to their

lack of parseable content. We also remove log lines with duplicate

content temporarily to reduce manual e�orts in the following steps.

3.3 Log Grouping

After the preprocessing stage, we are still facing a substantial num-

ber of log messages (e.g., millions of log messages in the HDFS

dataset), making it unfeasible to manually annotate each message.

Inspired by [34], we adopt a hierarchical approach to coarsely divide

log messages into multiple groups. Our goal is to group together

log messages sharing the same template, which enables us to la-

bel their template in one pass. To this end, we �rst partition logs

based on their logging level and component name, which are ex-

tracted during the preprocessing step. These two properties provide

a straightforward means to initially identify logs that belong to the

same template [34]. Second, we use more advanced information

to group logs, i.e., the most frequently occurring tokens of a log

message. Speci�cally, we employ delimiters such as spaces and

punctuation to tokenize each log message into multiple tokens and

calculate the frequency of each token in the dataset. For each log

message, we calculate the K most frequent tokens and then group

together those log messages that share the common top-K frequent

tokens. The underlying rationale is that the template part of log

messages remains stable, while the parameter part can dynamically

change during runtime. As a result, the most frequent K tokens in

log messages can e�ectively serve as robust evidence to determine

their belonging to the same group. The value of K for each dataset

has been determined based on their characteristics, with the value

ranging from one to three. Particularly, we maintain a collection of

stop words to be excluded from the top-K frequent tokens, ensuring

that these common words do not interfere with the grouping pro-

cess. In addition to the stop words provided by the Scipy library [2],

we have also manually added certain words to the collection, such

as root, true, etc. Finally, we obtain multiple coarse-grained groups

of log messages where the log messages in each group share the

same logging level, component, and top-K tokens.

3.4 Template Annotation

The objective of the log grouping step is to partition the logs into

coarse-grained groups, ensuring, as far as possible, that logs sharing

the same template are divided into the same group. Therefore, it

is possible that log messages with di�erent templates are grouped

together. To address this issue, we employ manual template anno-

tation to derive ground-truth log templates from each group.

To accelerate the manual annotation process, we sort the log mes-

sages within each group in lexicographical order to place similar

log messages together. Annotators can then quickly recognize the
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templates of logs based on their structures and similarities. Conse-

quently, annotators are required to annotate only the ground-truth

log templates, eliminating the need for sequential labeling of each

log message. This approach is based on the observation that the

quantity of potential log templates is typically several orders of mag-

nitude smaller than the total number of log messages [25, 55, 63],

which renders manual labeling a feasible task.

In detail, all annotators conduct the manual annotation process

independently, whose individual results will be consolidated to

generate the �nal results (to be detailed in Sec. 3.6). To ensure the

accuracy and consistency of the annotation, we adhere to the pa-

rameter categories proposed by Li et al. [31] to determine whether

a token is a parameter. We also ask the annotators to apply the

same heuristic rules proposed by Khan et al. [25] to ensure a more

consistent template format, e.g., replace double spaces with a single

space. If a token is identi�ed as a parameter, we will replace it with

"<*>", and the static parts remain unchanged to form the corre-

sponding templates. Since similar log messages have been grouped

and sorted together, we can e�ciently bypass numerous log mes-

sages that evidently share the same template when handling each

group, and only the identi�ed templates are recorded. Finally, in

the rare cases where di�erent groups still share identical templates,

we compare the templates derived from di�erent groups, eliminate

duplicate templates, and merge some templates as necessary. This

procedure can eliminate potential errors in the log grouping step,

thereby ensuring the accuracy of the annotations.

3.5 Log-Template Matching

While we generate log templates in the manual annotation step,

we do not record the explicit matching between each log message

and its corresponding template. This is to avoid complicating the

annotation process, and later in the possible deduplication and

merging procedures, it could lead to ambiguous relations and chal-

lenges in maintaining clarity and accuracy. Instead, we resort to

the technique of regular expressions to automatically construct the

matching between logs and templates.

Speci�cally, we convert each template into a regular expression

by substituting "<*>" with "(.*)", which enables each parameter

position to match strings of any length. Subsequently, for each log

message, we attempt to match it against every log template, halting

when a match is found. Although this step requires pairwise match-

ing between a large number of log messages and log templates, it

can be completed within a reasonable time given that the number

of log templates is typically much smaller than the total count of

log messages (as shown in Table 1). We also further speed up this

matching process by implementing it in a parallel manner.

Additionally, in this matching process, one log message could

match multiple templates. For examples, two templates )1: "auth

failure; logname=<*> uid=<*> ruser=<*>" and )2: "auth failure;

logname=<*> uid=<*>" can exist in the same dataset. All log mes-

sages generated from template )1 can be matched by )2 since the

last <*> are allowed to match multiple tokens. To address this issue,

when a log message matches multiple regular expressions, we give

priority to the templates with longer static parts for annotation.

The intuition is that when two di�erent templates are capable of

matching the same log message, the template that can match more

non "<*>" characters suggests a higher probability that this log

message belongs to that particular template. In the rare cases where

the two are the same, we choose templates with fewer "<*>" to

generate more compact and simple templates. By applying this rule,

the log messages of )1 will be correctly matched with )1.

In instances where speci�c logmessages fail to match any regular

expression, we will revert to the template annotation step, carefully

review these log messages, make necessary template corrections,

and subsequently repeat the matching process. Ultimately, each

log message should successfully match one regular expression that

corresponds to its annotated template.

3.6 Template Re�nement

The last step is template re�nement, which aims to consolidate

all �ve annotators’ results and correct potential errors. After care-

fully comparing the templates from �ve annotators, we identify

the following inconsistent cases that occur most frequently. All

discrepancies are addressed through discussions to ensure accurate

and uniform annotation.

• One annotator may produce more templates than others. In this

case, it is possible that some of his annotated templates are too

speci�c. For example, some variables (e.g.,root/True/temp) are

incorrectly identi�ed as constant. We then regard such cases as

parameters following [25].

• The same template may have di�erent formats, e.g.,“1165 bytes

(1.13 KB) sent” may be labeled as “<*> bytes (<*> KB) sent”

or “<*> bytes <*> sent”. In this case, we chose the former one

to retain the original format of the log messages.

Additionally, we quantitatively assess the annotation consistency

of �ve annotators. This is measured by determining the proportion

of templates where the annotations of the �ve annotators are iden-

tical. The average consistency score across all datasets attains a

value of 0.926, indicating a high agreement in the annotation step.

Ultimately, all �ve annotators reached a consensus on all annotated

templates, which is then adopted as the �nal annotation.

3.7 Annotation Results

The data annotation process �nally produces a collection of large-

scale log paring datasets from diverse systems, named Loghub-

2.0. The detailed statistic of Loghub-2.0 is presented in Table 1.

Compared with Loghub-2k, the average number of annotated log

messages has seen a substantial increase, escalating by a factor of

1875, from 2,000 to 3,601,187. Furthermore, the average number of

annotated log templates has increased by 204.2%, from 81.9 to 249.1,

encompassing a broader range of templates. The large scale of the

new dataset collection, Loghub-2.0, enables detailed evaluations of

log parsing techniques, potentially exposing their performance in

more realistic and large-scale scenarios.

4 STUDY DESIGN

In this section, we introduce the design of our benchmark study for

log parsers. Based on the large scale and diversity of Loghub-2.0,

we aim to gain a more in-depth understanding of the log parsers’

e�ectiveness and suitability for real-world applications. To this end,

we �rst design three research questions to guide the study. Then,

we select a new set of metrics for comprehensive performance

assessment, which includes a new template-level metric that we

design and existing popular metrics. Finally, we elaborate on the

selected log parsers for evaluation and the experiment setup.
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Table 1: Statistics of Loghub-2.0

System Dataset
# Templates

(Loghub-2k)

# Templates

(Loghub-2.0)

# Annotated Logs

(Loghub-2.0)

Distributed
systems

Hadoop 114 236 179,993

HDFS 14 46 11,167,740

OpenStack 43 48 207,632

Spark 36 236 16,075,117

Zookeeper 50 89 74,273

Super-
computer
systems

BGL 120 320 4,631,261

HPC 46 74 429,987

Thunderbird 149 1,241 16,601,745

Operating
systems

Linux 118 338 23,921

Mac 341 626 100,314

Server
application

Apache 6 29 51,977

OpenSSH 27 38 638,946

Standalone
software

HealthApp 75 156 212,394

Proxi�er 8 11 21,320

Average 81.9 249.1 3,601,187

4.1 Research Question

RQ1:What are the di�erences betweenLoghub-2.0 and Loghub-

2k? In this RQ, we aim to explore whether there are signi�cant

di�erences in the characteristics of Loghub-2.0 and Loghub-2k,

which could potentially impact the performance of log parsers.

Speci�cally, We focus on examining two important characteristics:

frequencies of log templates and parameter counts in log templates.

RQ2: How does the performance of log parsers di�er when

applied to Loghub-2.0 compared to Loghub-2k? In this RQ,

our focus lies in conducting a comprehensive re-evaluation of log

parsers using Loghub-2.0, encompassing both e�ectiveness and e�-

ciency aspects. We also explore any potential limitations associated

with the widely-used Loghub-2k. To this end, we carefully compare

the evaluation results obtained from Loghub-2.0 with those from

Loghub-2k, enabling us to draw insightful conclusions.

RQ3: What is the performance of log parsers on logs with

varying characteristics? Inspired by our observations in Sec. 2.2,

we investigate the performance of log parsers on logs with di-

verse template frequencies and parameter counts. This is pivotal,

as certain logs with distinctive characteristics may hold signi�cant

importance in production environments. Particularly, such an eval-

uation becomes feasible only with the use of the labeled datasets in

Loghub-2.0, attributable to its large scale and diversity.

4.2 Evaluation Metrics

Weemploy two categories ofmetrics, i.e., message-level and template-

level metrics, to evaluate log parsers. Message-level metrics account

for the quantities of messages belonging to each template, thereby

favoring templates with a higher volume of log messages. On the

other hand, template-level metrics evenly consider each template, re-

gardless of the number of log messages each template corresponds

to. In our benchmark protocol, we adopt two message-level met-

rics i.e., Group Accuracy (GA) and Parsing Accuracy (PA) and two

template-level metrics i.e., F1-score of Group Accuracy (FGA) and

the F1-score of Template Accuracy (FTA) [25]. In particular, FGA,

proposed by us, is the template-level version of GA. Below, we

elaborate on the metrics used in our study.

4.2.1 Message-Level Metrics. Following existing studies, we utilize

two popular message-level metrics, i.e., GA and PA.

Group Accuracy (GA). GA is �rst used by Zhu et al. [63], which

assesses the ability to correctly group log messages belonging to

the same template. It is de�ned as the proportion of correctly grouped

log messages to the total number of log messages. A log message is

regarded as correctly grouped if and only if its template corresponds

to the same set of log messages as the ground truth does.

Parsing Accuracy (PA). PA utilized by Dai et al. [9] assesses the

ability to correctly extract the template parts and parameter parts

for each log message, which is essential for various log analysis

tasks, such as anomaly detection using parameter values [12, 22, 26].

It is de�ned as the ratio of correctly parsed log messages over the

total number of log messages, where a log message is considered to

be correctly parsed if and only if all tokens of static templates and

dynamic variables are correctly identi�ed.

4.2.2 Template-Level Metrics. Despite the wide use of message-

level metrics [31, 57, 58], they consider the number of log messages

and thus are sensitive to imbalanced templates. For example, in a

dataset where 95% of log messages belong to only 1% of the tem-

plates, a log parser could achieve a GA or PA of 0.95 by accurately

grouping or parsing these 1% of templates, regardless of any parsing

errors for the remaining 99% of templates. In practice, certain infre-

quently occurring templates, such as error-level log messages, may

hold crucial signi�cance, while frequently appearing templates, like

heartbeat messages, might be of less importance. Thus, template-

level metrics, which do not consider the number of log messages

of each template, should also be incorporated to comprehensively

evaluate the performance of log parsers.

F1-score of Group Accuracy (FGA). We propose FGA, which

focuses on the proportion of correctly grouped templates rather

than log messages. Thus, it can be considered as calculating GA at

the template level. Speci�cally, FGA is the harmonic mean of PGA

(Precision of Group Accuracy) and RGA (Recall of Group Accuracy).

Let #? be the number of templates that are generated by a log

parser, and #2 be the number of templates that are correctly parsed

by the log parser. The correctness here has the same de�nition as in

GA, i.e., a log template is considered as correctly parsed if and only

if the set of log messages belonging to this template matches the

set indicated in the ground truth. #6 is the actual correct number

of templates in the ground truth. Based on these notations, we can

de�ne PGA as #2

#?
and RGA as #2

#6
. Then, we can calculate FGA as

their harmonic mean, i.e., 2×%��×'��
%��+'��

F1-score of Template Accuracy (FTA). FTA is the harmonic

mean of RTA (Recall of Template Accuracy) and PTA (Precision of

Template Accuracy) proposed by Khan et al. [25]. FTA has a di�erent

de�nition of “correct identi�cation” from FGA, and we de�ne a new

notation #̂2 to represent the number of templates that are correctly

identi�ed by a log parser. For FTA, one template is regarded as

correctly identi�ed if and only if these two conditions hold: (1) the

parsed template’s corresponding set of log messages share the same

ground-truth template; (2) all the tokens of the template are the

same as those of the ground-truth template. Then, we can de�ne

PTA as #̂2

#?
and RTA as #̂2

#6
. And FTA can be calculated as their

harmonic mean, i.e., 2×%)�×')�
%)�+')� . FTA focuses more on the ability

to identify concrete constant and parameter parts for a particular

log message in comparison to FGA.
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4.3 Evaluation Setup

For our evaluation, we carefully select 15 state-of-the-art log parsers

from the literature. Thirteen of them have been previously eval-

uated by Khan et al. [25]. Di�erent from their work, we exclude

LKE [13] from our evaluation, which involves the computation of

pair-wise distances, rendering it impractical for large-scale scenar-

ios. These log parsers are all statistic-based, using techniques that

are based on frequency (i.e., LFA [43], LogCluster [54], Logram [9],

SLCT [53]), similarity (i.e., LenMa [51], LogMine [16], LogSig [52]),

and heuristics (i.e., AEL [24], Drain [17], IPLoM [39], MoLFI [40],

SHISO [42], Spell [11]). For implementation, we directly reuse the

source codes released by previous work [25, 63]. Moreover, we

have incorporated two semantic-based log parsers, namely Uni-

Parser [35] and LogPPT [28], into our benchmarking study. We

implement the UniParser model following the details provided in

its corresponding paper and reuse the source code of LogPPT.

In our evaluation, we apply the same preprocessing rules (e.g.,

regular expressions) and �ne-tune the parameter settings through

multiple runs of each log parser. For log parsers that exhibit variabil-

ity in their parsing results due to inherent randomness, e.g., MoLFI

and LogPPT, we perform the evaluation �ve times. By reporting

the median result, we aim to mitigate potential biases arising from

such randomness and present a more reliable assessment of their

performance. All experiments were conducted on a server equipped

with an Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz, 256GB RAM,

and an NVIDIA GeForce GTX3090, running Ubuntu 16.04.7 LTS.

5 STUDY RESULTS

5.1 RQ1: Di�erences between Loghub-2.0 and
Loghub-2k

In this RQ, we aim to investigate the di�erence in data characteris-

tics between Loghub-2.0 and Loghub-2k. As previously indicated in

Table 1, Loghub-2.0 signi�cantly surpasses Loghub-2k in terms of

the sizes of log messages and templates, with approximately 1,900

times more messages and 3 times more templates on average. This

substantial increase might imply a signi�cant distinction in feature

distribution across these two dataset collections.

As discussed in Sec. 2.2, there are two pivotal characteristics

inherent to log datasets: the frequency of templates and the param-

eter count of templates. Speci�cally, the frequency of a log template

refers to the number of log messages belonging to a speci�c log

template. The parameter count of a log template is the number of

di�erent dynamic parts within each log template, i.e., the number

of "<*>" symbols in a log template. We calculate the distribution of

these two characteristics for each dataset in Loghub-2k and Loghub-

2.0, and plot the corresponding cumulative distribution function

diagrams. Due to space constraints, we only present three repre-

sentative datasets in Loghub-2.0, i.e., Spark, Linux, and OpenSSH.

The �gures for all 14 datasets are available at our repository [1].

The distribution of templates’ frequencies The �gures on the

left-hand side of Fig. 2 depict the distribution of template frequen-

cies across three datasets. On the one hand, Loghub-2.0 exhibits a

broader range of template frequencies, e.g., in Spark of Loghub-2.0,

the template frequencies range from 1 to over 106, while in the

Loghub-2k, the range is narrower, ranging from 1 to around 10
3.

On the other hand, the long-tail distribution of Loghub-2.0 is more

Figure 2: Distribution comparison of template frequencies

and parameter counts in Loghub-2.0 and Loghub-2k

pronounced than that of Loghub-2k, indicating more imbalanced

template frequencies. For example, in the Spark dataset of Loghub-

2.0, only 10% of the templates have frequencies exceeding 10
4, yet

these few templates constitute the majority of the logs.

The distribution of templates’ parameter counts The three

�gures on the right-hand side of Fig. 2 present the distribution

of templates’ parameter counts. We can observe that Loghub-2.0

covers a wider array of templates, each with a signi�cantly higher

number of parameters compared to those in Loghub-2k. For ex-

ample, the maximum number of parameters of Spark’s log tem-

plates is 3 in Loghub-2k. However, this number rises to 24 in the

case of Loghub-2.0. A similar trend is observed for both Linux and

OpenSSH, suggesting that Loghub-2.0 has more complex log tem-

plates. This complexity presents a greater challenge for a log parser

in accurately identifying an increased number of parameters.

Finding 1. The distributions of log template frequencies and pa-

rameter counts in Loghub-2k and Loghub-2.0 exhibit signi�cant

di�erences. Loghub-2.0, in particular, exhibits a more pronounced

imbalance in template frequencies. Additionally, Loghub-2.0 con-

tains a larger number of templates, and each has a larger parame-

ter count on average compared to those in Loghub-2k.

5.2 RQ2: Performance di�erences of log parsers
on Loghub-2.0 and Loghub-2k

Given the di�erences in characteristics observed between Loghub-

2k and Loghub-2.0 in RQ1, the potential impact of such di�erences

on the performance of log parsers remains unclear. To address this,

we apply the selected 15 log parsers to Loghub-2.0 and compare the

performance with Loghub-2k [25, 63] in terms of e�ectiveness and

e�ciency. Speci�cally, we apply the same experimental settings

(e.g., preprocessing and parameter tuning) described in Sec. 4.3 to all

the evaluated log parsers. To evaluate their e�ectiveness, we report

metrics including GA, PA, FGA, and FTA for both Loghub-2.0 and

Loghub-2k. Additionally, we record the parsing time for each parser,
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which is measured from the beginning of loading log data to the

completion of parsing. Following existing work [25, 63], we set a

timeout of 12 hours. If a parser cannot �nish parsing a dataset within

this timeframe, we terminate the process and mark it as “timed out”.

Any parser that surpasses this time limit might not be suitable for

practical deployment in a production environment, which often

handles massive amounts of log data on a daily basis [38, 55, 63].

Due to the space limitation, interested readers can refer to our

repository [1] for more detailed evaluation results.

5.2.1 E�ectiveness. Fig. 3 presents a box plot illustrating the ef-

fectiveness of all log parsers on Loghub-2k and Loghub-2.0. Each

box encapsulates the distribution of experimental results across all

datasets in terms of a speci�c metric. In addition, we also denote

the number of datasets each log parser can �nish processing within

12 hours in the parentheses next to the parser’s name.

According to Fig. 3, we can make the following observations. (1)

For most log parsers, whether applied to Loghub-2k or Loghub-2.0,

the average FGA is typically lower than GA. This shows that FGA

is a more strict metric because it fairly treats all types of templates

without considering their frequencies. (2) When comparing GA

and FGA across Loghub-2k and Loghub-2.0, we can �nd that the

decrease of FGA in Loghub-2.0 is more obvious than that in Loghub-

2k. For example, for AEL, the discrepancy between the average GA

and FGA on Loghub-2k is about 0.1. However, on Loghub-2.0, this

value escalates to roughly 0.3. This indicates that the template

distribution in Loghub-2.0 is more imbalanced than Loghub-2k,

which validates our �nding in RQ1. (3) Similarly, FTA generally

decreases when compared with PA, either in the Loghub-2k or

Loghub-2.0, suggesting that PA is also dominated by major classes.

Finding 2. Message-level metrics, such as GA and PA, usually

produce higher evaluation results compared to template-level met-

rics like FGA and FTA, due to their sensitivity to imbalanced log

data. The di�erences between these metrics are more noticeable

in the large-scale Loghub-2.0, which displays greater imbalances.

In addition, it is obvious that the performance of all log parsers

across all metrics displays a signi�cant di�erence between the

Loghub-2k and Loghub-2.0. Speci�cally, (1)When comparing Loghub-

2k with the more imbalanced Loghub-2.0, we generally observe

an increase in PA (e.g., in AEL and Drain) and a slight decrease

in GA for most parsers (e.g., LenMA and LFA). This is attributed

to the fact that GA demands precise grouping of log messages be-

longing to the same templates, while PA is calculated based on the

accuracy of parsing individual log messages. The task of accurate

grouping becomes more challenging within the larger Loghub-2.0,

leading to a noticeable increase in PA and a slight decrease in GA

when using Loghub-2.0. (2) All log parsers display a signi�cant

drop in template-level metrics on Loghub-2.0 compared to their

performance on Loghub-2k. For instance, Drain, which achieves the

highest FGA metric on Loghub-2k, sees its average FGA score drop-

ping from 0.75 to approximately 0.55. Similarly, LogPPT, though

achieving the highest FTA on Loghub-2k, experiences a reduction

in its average FTA from roughly 0.64 to 0.5. (3) Furthermore, it is

noteworthy that the variances of the four metrics across di�erent

datasets for most log parsers (e.g., AEL, Drain, LenMa and LogMine)

have signi�cantly increased, visually represented by the expanded

range of the box plot. This implies that existing parsers struggle to

achieve consistent e�ectiveness across di�erent large-scale systems.

Finding 3. The evaluation results obtained on the Loghub-2k do

not consistently hold when the log parsers are applied to the large-

scale Loghub-2.0. On Loghub-2.0, existing parsers experience a

performance drop and an increase in the variance of all metrics.

Additionally, semantic-based log parsers, such as UniParser and

LogPPT, have consistently demonstrated notably higher PA and

FTA scores compared to other log parsers on both Loghub-2k and

Loghub-2.0 datasets. This suggests that semantic information can

facilitate accurately identifying the template of individual log mes-

sages. However, their GA and FGA scores are generally lower than

those of other log parsers. This can be attributed to their disregard

for global information, such as statistical frequency. As a result,

these parsers are more prone to categorizing logs from the same

templates into di�erent groups, leading to lower GA and FGA scores.

Furthermore, although semantic-based log parsers have achieved

commendable performance on Loghub-2k, the performance met-

rics also decrease dramatically when applied to Loghub-2.0. The

primary reason is that Loghub-2k contain too few log messages and

log templates, making it easy for these models to learn the features

of the entire dataset. For instance, in LogPPT, the default number

of prompts for tuning is 32, however, many datasets in Loghub-2k

have even fewer than 32 templates, resulting in LogPPT achieving

near-perfect accuracy on these datasets. In contrast, since the num-

ber of log messages and log templates in Loghub-2.0 signi�cantly

increases, it becomes challenging for these models to generalize to

more unseen log messages based on limited training samples.

Finding 4. Semantic-based log parsers are more capable of pars-

ing individual logs, evidenced by their higher PA and FTA. How-

ever, they exhibit lower grouping-related metrics, due to their

neglect of global information. Moreover, the performance of these

log parsers may decline on larger and more diverse datasets in

Loghub-2.0, particularly when the number of annotated samples

available for training is limited.

5.2.2 E�iciency. For the Loghub-2k, all log parsers can successfully

parse all 14 datasets. However, when these log parsers are applied

to the larger-scale datasets of Loghub-2.0, most of them (9 out of 15)

are unable to complete the parsing process for all 14 datasets within

12 hours. Due to the space limit, we have uploaded the detailed

time cost for each parser processing each dataset to our replication

repository [1]. As depicted in Fig. 3, only six parsers (i.e., Drain,

IPLoM, LFA, LogCluster, LogSig, UniParser, and LogPPT) success-

fully complete parsing on all 14 datasets of Loghub-2.0. Certain

parsers, such as LenMa and LogMine, despite demonstrating supe-

rior performance, are unable to process larger datasets e�ciently.

Considering the substantial demands for log parsing throughput in

real-world systems, e.g., millions of logs per hour [55], log parsers

that are unable to complete the parsing process within a reasonable

timeframe (i.e., 12 hours) may have limited applicability in practi-

cal scenarios. Moreover, semantic-based log parsers like LogPPT

require GPU computational resources. When computing with a

CPU, their time consumption is considerably higher compared to
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Figure 3: The evaluation results of all log parsers on Loghub-2k and Loghub-2.0

other e�cient statistic-based log parsers like Drain. This potentially

hampers their adoption in scenarios with resource constraints.

Finding 5. 9 out of 15 log parsers are unable to process all 15

datasets of Loghub-2.0 within a reasonable 12-hour timeframe.

Moreover, semantic-based methods typically demand more com-

putational resources than statistic-based parsers.

5.3 RQ3: Performances of log parsers on logs
with di�erent characteristics

Previous studies [25, 63] typically report the overall performance of

log parsers on the entire full set of a dataset. However, this may not

fully characterize their e�ectiveness on logs with diverse charac-

teristics, especially those that demand more attention in real-world

system maintenance. To address this limitation, our benchmarking

study adopts a more granular approach by evaluating log parsers

on speci�c logs with varying characteristics. We primarily focus

on the characteristics of template frequency and parameter count.

In speci�c, log templates with a lower frequency often represent

rare events, hidden problems, and potential failures. Besides, log

templates with more parameters might be more informative to on-

site engineers for analysis. Thus, it is crucial to accurately parse

these two types of log messages.

To this end, we �rst apply log parsers to parse the entire dataset.

We then select subsets of logs with di�erent characteristics and

calculate the performance on each subset. This approach ensures

that the input data for each parser are consistent with that in RQ2,

instead of merely parsing the selected subset of logs. Due to the

space limitation, we only present the results of �ve representative

log parsers that are capable of parsing the majority of datasets in

Loghub-2.0. The complete results can be found in our repository [1].

5.3.1 Performance with di�erent template frequencies. As men-

tioned in RQ1, Loghub-2.0 exhibits a higher imbalance in template

frequencies. Considering the data-driven nature of log parsers, their

performance could be a�ected. Hence, we investigate the perfor-

mance on template frequencies by looking into the relative infre-

quent and frequent logs. In particular, we evaluate log parsers on

the templates with top and bottom k% frequencies, where k is set

as 5, 10, and 20, respectively. Then, we report the average scores of

these four metrics. Fig. 4 illustrates the results when k=10, while

the results for k=5 and 20 can be found in our repository [1].

As illustrated in Fig. 4, all log parsers exhibit worse GA and

FGA on frequent logs than on infrequent ones. Taking LogPPT as

an example, its GA and FGA scores approach 0.95 for infrequent

templates, while dropping below 0.5 for frequent ones. We explain

the performance drop as follows. Considering grouping accuracy

requires a parser to correctly group all logs that belong to a certain

template, the grouping will become more challenging as more log

messages should be included.

In contrast, all log parsers demonstrate lower average PA for

infrequently occurring log templates compared to frequent ones.

This is expected for statistic-based log parsers, as the less frequency

of a template provides less information and evidence (e.g., count

discrepancy between static and dynamic tokens) for the parser,

resulting in decreased parsing accuracy. For semantic-based log

parsers, such as LogPPT, which typically require a sample of logs for

training, the sampling process reduces the likelihood of selecting

infrequent templates. This, in turn, decreases the parsing accuracy

of infrequent templates compared to high-frequency templates.

Finding 6. Existing log parsers exhibit varying e�ectiveness

when dealing with templates of di�erent frequencies. They typi-

cally achieve lower GA and FGA for frequent templates, as the

grouping is more challenging for templates with more log mes-

sages. Besides, they achieve lower PA and FTA for infrequent

templates, as less evidence (e.g., training data) is available to

guide the accurate parsing of each log message.

5.3.2 Performance with di�erent parameter counts. Our study in

RQ1 demonstrates that parameter counts of templates can vary in

a large range (e.g., 0 to 25 for the Spark dataset). Therefore, we also

evaluate parsing e�ectiveness for templates with di�erent numbers

of parameters. To achieve this, we classify the logs in each dataset

within Loghub-2.0 into three categories based on their parameter

count: logs with no parameters, logs with one to four parameter
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Figure 4: The evaluation results of log parsers on logs with di�erent frequencies

Figure 5: The evaluation results of log parsers on logs with di�erent parameter counts

count, and logs with �ve or more parameters. We then utilize the

same approach in Sec. 5.3.1 to calculate the average of four metrics

for each log parser on each category, respectively.

According to the results illustrated in Fig. 5, we can observe that

all log parsers exhibit a signi�cant decline across all four perfor-

mance metrics as the parameter counts increase. More speci�cally,

these parsers perform exceptionally well on logs without parame-

ters, signi�cantly surpassing their overall performance on all logs

as presented in Fig. 3. For example, Drain achieves an average

score exceeding 0.95 on all four metrics on logs without parameters,

much higher than overall performance on the complete set of logs.

When dealing with logs with more than �ve parameters, all log

parsers exhibit notably poor performance. For example, LogPPT

only attains an average FGA of 0.16, while the average FGA of other

methods does not surpass 0.03. This suggests that despite many

log parsers demonstrating relatively high performance on entire

datasets, their performance on logs with more parameters remains

less than satisfactory, potentially resulting in distracting parsing

errors in real-world applications.

Finding 7. Despite the high scores achieved by the log parsers

on the entire datasets, their parsing e�ectiveness remains unsat-

isfactory when dealing with parameter-intensive log templates.

5.4 Summary of all research questions

We can make the following summaries of all research questions:

(1) The proposed collection of large-scale datasets for log pars-

ing, Loghub-2.0, exhibits signi�cantly di�erent characteristics of

log data compared to the commonly used Loghub-2k. Loghub-2.0

presents greater challenges for existing log parsers due to its larger

scale and more complex characteristics. (2) Our evaluation results

indicate that Drain is the most performant parsers that are more ca-

pable of grouping log messages, as evidenced by the highest average

GA and FGA. On the other hand, semantic-based methods (e.g., Uni-

Parser and LogPPT) exhibit stronger abilities in distinguishing each

token as either constant or dynamic parts. However, these meth-

ods compromise their e�ectiveness in grouping log messages with

the same templates. This is because classi�cation errors in tokens

can easily lead to incomplete groups. (3) Despite the encouraging

results shown in the Loghub-2k, the parsing performance remains

unsatisfactory when applied to Loghub-2.0. This is particularly

noticeable when parsing infrequent logs and parameter-intensive

logs. (4) Moreover, the e�ciency of the majority of log parsers fails

to meet the demands of large-scale application scenarios.

6 DISCUSSION

6.1 Implications

Based on our �ndings, we have identi�ed the following implications,

which we believe could bene�t future research on log parsing.

Consider both levels of metrics in combination.While most

existing tasks utilize message-level metrics such as GA and PA to

assess performance, these measures are often dominated by log

templates with high frequencies in large-scale application scenarios,

thereby yielding higher scores. In contrast, template-level metrics

are resistant to the imbalanced frequencies of templates and thus

can accurately re�ect the parsing performance on datasets with

diverse template distributions. Hence, these two types of metrics

may be contemplated in conjunction, and one can be prioritized

over the other based on speci�c requirements. For instance, if the

focus is more on the parsing accuracy of frequent log templates and

one can tolerate errors in infrequent templates, then message-level

metrics are more appropriate, and vice versa.

Evaluate the performance across logs with di�erent charac-

teristics. Although certain log parsers have exhibited high overall

performance on speci�c datasets, their parsing performance is still

lacking when handling infrequent and parameter-intensive log tem-

plates. Considering the importance of these logs, as underscored in

Section 2.2, it is crucial to concentrate speci�cally on performance

within these logs. The evaluation protocol we propose can unearth

the performance of log parsers on these log templates more com-

prehensively. Consequently, future work should pay attention to

this aspect when designing new log parsers, thereby enhancing

their applicability in real-world scenarios.

Place greater emphasis on e�ciency. As discussed in Sec. 5.2.2,

many existing log parsers fail to meet the performance require-

ments of large-scale application scenarios, a fact not represented

in Loghub-2k. Considering the large volume of logs in practical
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settings, it is imperative that future log parsers are designed to meet

the performance demands of speci�c applications.

Try to combine semantic and statistical information. Accord-

ing to �nding 4, semantic-based log parsers possess superior ca-

pabilities in distinguishing parameters from templates, which also

substantiates the signi�cance of semantic information in the process

of log parsing. However, their grouping abilities are compromised

due to the neglect of global information. This is inevitable, given

that these log parsers exclusively process each log message in iso-

lation. A potential avenue for future research could involve the

combination of semantic and statistical information in logs, thereby

simultaneously enhancing the parsing and grouping capabilities.

6.2 Threats to Validity

Annotation errors The primary threat of this study is the potential

annotation errors in Loghub-2.0, which is inevitable without the

source code. To mitigate this issue as much as possible, we have

designed a stringent annotation framework with a team comprising

�ve members with signi�cant experience in log analysis research.

Limited log parsers The selection of log parsers is limited, as not

all existing log parsers are open-sourced due to industry con�den-

tiality reasons [55]. Nevertheless, the selected parsers have included

state-of-the-art log parsers published at top-tier conferences and

covered all existing categories of technology. Furthermore, we have

made our dataset available and implemented our benchmark proto-

col in a uni�ed and user-friendly manner. This allows for the easy

comparison of additional log parsers with existing ones.

Implementation and settings To mitigate the bias of implemen-

tation and settings, we have adopted the source code of several log

parsers from the widely-used benchmark [28, 63]. For the newly

incorporated log parsers, we have either used the source code pro-

vided by the original authors or carefully replicated them to ensure

the �delity of the results. Additionally, we have tuned the parame-

ters of each log parser to optimize the results.

7 CONCLUSION

In this paper, we conduct a more rigorous and practical large-scale

evaluation for log parsing techniques. We propose a log template

annotation framework that ensures both e�ciency and accuracy,

and have annotated a new collection of large-scale datasets for log

parsing, which more accurately re�ects the scale and distribution of

log data in real-world situations. Our proposed benchmarking pro-

tocol, inclusive of a new template-level metric and an evaluation of

the performance of log parsers on logs with varying characteristics,

o�ers a more comprehensive and in-depth analysis of log parsers’

performance. Furthermore, our re-evaluation of selected log parsers

using Loghub-2.0 uncovers valuable �ndings of the limitations of

existing log parsers and benchmarks. We believe that our work,

together with the open-source dataset Loghub-2.0 and benchmark,

could bene�t future research in the �eld of log analysis.
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